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Abstract

The problem of thermagoustic (thermo-magneto-acoustic) irreversibility near a single-plate, representative of the stack in a thermoa-
coustic engine, is modeled and analyzed in this paper. Assumptions (long wave, short stack, small amplitude oscillation, boundary layer
type flow, etc.) are made to enable simplification of the governing continuity, momentum, and energy equations to achieve analytical
solutions for velocity, temperature, and pressure. A general equation for entropy generation is derived from first principles that accounts
for the transverse magnetic force present in a magnetohydrodynamic system. This entropy generation equation is then simplified in order
to model the specific thermoacoustic situation considered in this paper. Finally, a time-averaged entropy generation rate followed by a
global entropy generation rate are calculated and graphically presented for further analysis.
� 2006 Elsevier Ltd. All rights reserved.
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1. Introduction

Thermoacoustic interactions, the interaction between
acoustic waves and temperature oscillations, is a phenom-
enon present in acoustic boundary layers near rigid walls.
Thermoacoustics can be simplistically defined as the phys-
ics of the interaction between thermal and acoustic fields,
especially when one field gives rise to a significant gradient
in the other field. A more careful description can be found
in the general review article by Rott [1] in which thermo-
acoustics can be broadly classified into two main branches
on the basis of cause and effect, namely: (1) time-averaged
thermal/temperature-gradients driven fluid oscillations
(Effect-A) and (2) time-averaged thermal/temperature-gra-
dients induced by fluid oscillations (Effect-B).

Swift [2] identifies the former effect (Effect-A) as an effect
similar to that seen in a conventional prime mover or
engine and the latter effect (Effect-B) as an effect similar
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to that seen in conventional heat pump. The Effect-A
includes, among the other issues, the vast body of work
on Rijke (and related) tubes (see for example, Feldman
[3]) and has received considerably far more attention than
Effect-B. Efforts have been given to develop theories
describing Effect-A. Even some early studies by Kirchhoff
[4] and Rayleigh [5] indicate discussions about the produc-
tion of sound from temperature gradients. However,
Effect-B is a very recent issue and with most of the funda-
mental works conducted by Rott [1] and Swift [2].

Conventional engines and refrigerators have crankshaft-
coupled pistons or rotating turbines. Thermoacoustic
engines and refrigerators have at most a single flexing mov-
ing part (a loudspeaker) with no sliding seals. A thermoa-
coustic engine, whether it is a heat pump or prime
mover, consists of four basic parts; specifically (a) a
speaker, (b) a resonant tube, (c) a heat exchanger, and
(d) a stack. The stack serves as the ‘heart’ of any thermoa-
coustic device and plays a key role in the operation of such
devices. Positioned between the hot and cold heat exchang-
ers, the stack determines how much and in what direction
heat and work transfer will occur. Thermoacoustic devices
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Nomenclature

B magnetic induction (Wb m�2)
Be Bejan number, (=NsHT/Nstav)
Cp specific heat of the fluid at constant pressure

(J kg�1 K�1)
Cv specific heat of the fluid at constant volume

(J kg�1 K�1)
DR drive ratio (=PA/pm)
E electrical field intensity (V m�1)
F frequency of oscillation (Hz)
GFFI global fluid friction irreversibility (Nsav)FF

GHTI global heat transfer irreversibility (Nsav)HT

GMRI global magneto-resistive irreversibility (Nsav)MT

Had Hartmann number ðBydm

ffiffiffiffiffiffiffiffi
r=l

p
Þ

i complex number ð
ffiffiffiffiffiffiffi
�1
p

Þ
J current density (amp m�2)
kf thermal conductivity of the fluid (W m�1 K�1)
Ns entropy generation number
NsFF time-averaged entropy generation due to fluid

friction
NsHT time-averaged entropy generation due to heat

transfer
NsMT time-averaged entropy generation due to mag-

netic dissipation
Nstav time-averaged entropy generation number
P pressure (N m�2)
PA amplitude of the fluctuating pressure (N m�2)
Pr Prandtl number of the fluid ð¼ d2

m=d
2
kÞ

Rem magnetic Reynolds number (=l0ru0d)
_Sgen volumetric entropy generation rate

(W m�3 K�1)
_sgen second-order simplification of the volumetric

entropy generation rate, see Eq. (25)
T temperature of the fluid (K)
Tad fluctuating temperature due to an adiabatic

oscillation (=Tmbp1/qmCp)
Tsw standing wave temperature oscillation

(=$Tm$p1/qmx2)

u axial velocity component (m s�1)
V velocity vector (m s�1)

Greek symbols

af thermal diffusivity of the fluid (m2 s�1)
b thermal expansion coefficient (K�1)
dm viscous penetration depth ð¼

ffiffiffiffiffiffiffiffiffiffiffi
2m=x

p
Þ

dk thermal penetration depth ð¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
2af =x

p
Þ

l dynamic viscosity of the fluid (N m�2 s)
l0 permeability of the free space

(4p · 10�7 Wb amp�1 m�1)
m kinematic viscosity (m2 s�1)
r electrical conductivity of the fluid (X�1 m�1)
x circular frequency (rad. s�1)
q density of the fluid (kg m�3)
s time period (2p/x)
U any variable, for example, u, T, p, etc.
k wavelength (m)

Subscripts and Superscripts

0 reference value
1 first-order variable
1 free stream value
m mean value
r reference value
FF fluid friction
HT heat transfer
MT magneto-thermoacoustic

Symbols

R [ ] real part of an expression
I [ ] imaginary part of an expression
C time-average of a complex expression C

ð¼ s�1
R s

0 CdtÞ
hCi space integration of a complex expression C

ð¼ limZ!P
R Z

0 CdtÞ
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may be of practical use where simplicity, reliability, or low
cost is more important than obtaining the highest possible
efficiency (one cannot say much more about their cost-
competitiveness at this early stage). They can provide cool-
ing or heating using environmentally benign gases. Despite
recent developments (see Swift [6]) in thermoacoustic
engines, there are many areas requiring further investiga-
tion in order to better predict their performance and to
guide the future designs of thermoacoustic engines.

There are two standard approaches used to solve ther-
moacoustic problems: (a) the single-plate thermoacoustic
(SPT) approach and (b) the multi-plate thermoacoustic
(MPT) approach. Although the multi-plate thermoacoustic
system better represents a practical version of a thermoa-
coustic engine, many physical processes can be well under-
stood from analyzing a single-plate thermoacoustic system.
The fluid dynamic analysis of a single-plate thermoacoustic
system is limited to a boundary layer type of analysis
because of the unbounded nature of the flow and thermal
fields. The bounded flow and thermal fields of a multi-plate
thermoacoustic system reveals, in many circumstances, that
the transverse (normal to the plate) variation in parameters
is limited to a very thin layer (viscous and thermal penetra-
tion depth) above and below the plate. Thermoacoustic
effects exist only in this thin layer [1,2]. In such situations,
one can also use a boundary layer approach for multi-plate
thermoacoustic system similar to that used in a single-plate
thermoacoustic system.

For a single plate thermoacoustic system, Swift [2]
develops an inviscid standing wave model which is modi-



Fig. 1a. A 3D view of the considered problem.
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fied for a traveling wave by Raspet et al. [7]. Santillan and
Boullosa [8,9] include the effect of viscosity to the single
plate thermoacoustic model developed by Swift [2] and
Raspet et al. [7]. Swift et al. [10] discuss the possibility of
using liquid metals as working fluids in thermoacoustic
engines which opens the door of possibly to using of mag-
netic force in thermoacoustics. Wheatley et al. [11] built a
demonstration prime mover using liquid sodium. A prime
use for Magnetic force is as a fluid oscillation and time
phasing control mechanism in the vicinity of a thermoa-
coustic stack. In general, the action of a transverse mag-
netic force is similar to a drag force [12] imposed on a
moving fluid. Another important application of combined
thermoacoustics and magnetic force is found in magnetic
refrigerators [13] in the form of the magnetocaloric effect.
A recent study by Ibanez et al. [14] optimized the perfor-
mance parameters of a magnetohydrodynamic generator
and a study by Ovando et al. [15] is limited to an instabil-
ity analysis.

In spite of the remarkable contributions by many
researchers in developing thermoacoustic theories and
improving thermoacoustic engine performance, poor effi-
ciency is still the thermoacoustic engine’s major weakness,
and its inherent irreversibility is a major reason for this
weakness. The major focuses of most published articles
related to thermoacoustics are energy flux calculations
[2], stability limit determination [1], heat exchangers’ length
optimization [16], etc. Only one article by Ishikawa and
Mee [17] focuses on, and then only a little, the important
issue of irreversibility in a multi-plate thermoacoustic sys-
tem via entropy generation analysis. For a real system in
a fixed environment the generated entropy is proportional
to the destroyed exergy [18]. Exergy is always destroyed in
the presence of irreversibilities, either partially or totally:
this is a consequence of the Second-law of thermodynam-
ics. The destroyed exergy, or the generated entropy, is
responsible for the less-than-theoretical thermodynamic
efficiency of any system. By performing exergy accounting
in smaller and smaller subsystems (total system! compo-
nents! elemental surfaces! differential levels), one is
able to draw a map of how the exergy destruction is distrib-
uted over the engineering system of interest [19]. In this
way, one is able to pinpoint the components and mecha-
nisms (processes) that destroy the most exergy. This is a
real advantage in the search to improve efficiency, because
it tells us from the start how to allocate engineering effort
and resources. The beauty of an exergy-based analysis is
that it makes it possible to compare on a common basis
(entropy generation platform) different interactions
(inputs, outputs, work transfer, heat transfer, etc.) in a sys-
tem, and enables minimization of the global entropy gener-
ation rate (entropy generation minimization or EGM).

In the view of the above observations, the objective of
this study is to examine the nature of the irreversibility
found in a single plate thermoacoustic system in the pres-
ence of a transverse magnetic field. Entropy generation rate
is used as the measure of irreversibility.
2. Problem formulation

The continuity, Navier-Stokes, and energy equations are
used to describe the effects of a plane standing acoustic
wave whose direction of oscillation is aligned with the axis
of the plane-parallel geometry of a single plate as shown in
Fig. 1. The single plate in Fig. 1 is the typical configuration
representative of the thermoacoustic engine stack.

The electromagnetic field cannot create mass, and the
continuity equation remains unchanged [20] in the follow-
ing form:

Dq
Dt
þ qdivðVÞ ¼ 0; ð1Þ

where V is the velocity vector. Considering only the electro-
magnetic force as a source term, one can write the momen-
tum equation in a general form as

q
DV

Dt
¼ �rp þ lr2Vþ Fem; ð2Þ

where Fem represents the electromagnetic force. The elec-
tromagnetic volume force (Fem) acts as a ponderomotive
(where the fluid is considered a rigid current carrier moving
in a magnetic field) force [21] and can be estimated form

Fem ¼ J� B; where J ¼ rðEþ V� BÞ; ð3Þ
part of which would exist if the fluid were at rest, and part
of which is due to the current induced by fluid motion
through the magnetic field. In Eq. (3), J, B, r, and E are
the volume current density, magnetic induction, electrical
conductivity of the fluid, and electric field intensity, respec-
tively. The force r(E · B) accelerates or decelerates the
flow, depending on the direction of E, B, and V; the back
electromagnetic force or emf r(V · B) provides a current
whose interaction with B always decelerates the flow.

The interaction of magnetic force in the energy equation
appears as volumetric rate of electrical dissipation work
(Joule heating) in a conductor [21,22]. Now, considering
Joule heating, the general form of energy equation becomes
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Fig. 1b. Schematic diagram of the problem under consideration.
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q
Dei

Dt
¼ �divðqÞ � pdivðVÞ þ lUþ rjEþ V� Bj2. ð4Þ

where ei is the internal energy, q is the heat flux vector, and
U is the dissipation function, respectively. In a 2D Carte-
sian frame of reference U can be given by the following
expression [20]:

U¼ �2

3

ou
ox
þ ov

oy

� �2

þ2
ou
ox

� �2

þ2
ov
oy

� �2

þ ov
ox
þou

oy

� �2
( )

.

ð5Þ
3. Equation of entropy generation

The aim of this section is to derive an equation for
entropy generation from scratch that includes the influence
of a magnetic field. We follow a procedure similar to that
available in Bird et al. [20], Burmeister [23], and Bejan [24].

When a system is not in thermodynamic equilibrium,
due to the existence of velocity and temperature gradients,
strictly speaking, definitions of thermodynamic quantities
are no longer meaningful. However, within a small volume
of fluid, the thermodynamic state of the fluid inside the vol-
ume can be regarded as uniform and in local equilibrium
[18]. When considering the entropy balance in the small
volume, the volume entropy change should equal the sum
of the net entropy flow that enters and the entropy gener-
ated within the volume [20]. As the volume approaches
zero, the entropy balance can be expressed as follows:

q
Ds
Dt
¼ �divð_sÞ þ _Sgen; ð6Þ

where s is the entropy per unit mass, _s is the entropy flux
vector, which is measured with respect to fluid velocity,
and _Sgen is the rate of entropy generation per unit volume.
Taking the substantial derivative of the canonical expres-
sion dei = Tds � pd(1/q) yields

T
Ds
Dt
¼ Dei

Dt
� p

q2

Dq
Dt

. ð7Þ

The energy equation (Eq. (4)) and continuity equation (Eq.
(1)) allow the first and second terms on the right-hand side
of Eq. (7) to be expressed as

Dei

Dt
¼ � divðqÞ

q
� pdivðVÞ

q
þ lU

q
þ rjEþ V� Bj2

q
ð8Þ

and
p
q2

Dq
Dt
¼ � pdivðVÞ

q
; ð9Þ

respectively.
Substituting Eqs. (8) and (9) on the right-hand side of

Eq. (7) yields

q
Ds
Dt
¼ � divðqÞ

T
þ lU

T
þ rjEþ V� Bj2

T
. ð10Þ

Now, recall that the divergence of a scalar times a vector is

div
q

T

� �
¼ divðqÞ

T
þ q:r 1

T

� �
¼ divðqÞ

T
� q:rT

T 2
; ð11Þ

therefore, the substantial derivative of entropy (Eq. (10))
becomes

q
Ds
Dt
¼ �div

q

T

� �
þ � q:rT

T 2
þ lU

T
þ rjEþ V� Bj2

T

 !
.

ð12Þ
Comparison of Eqs. (6) and (12) shows that the diffusive
flux on entropy relative to bulk convection is given by

_s ¼ q

T
ð13Þ

and the volumetric rate of generation of entropy per unit
mass is given by

_Sgen ¼ �
q:rT

T 2
þ lU

T
þ rjEþ V� Bj2

T
ð14Þ

and further substituting q = �k$T yields

_Sgen ¼
kf ðrT Þ2

T 2

" #
þ lU

T
þ rjEþ V� Bj2

T

" #
. ð15Þ

Eq. (15) is the general equation of volumetric entropy gener-
ation rate (W m�3 K�1) in the presence of a magnetic force.
A simplified form of Eq. (15) that is suitable for the present
problem will be given later. Expressions of velocity and tem-
perature are required in order to get an expression for the
entropy generation from the simplified version of Eq. (15).

4. Flow and thermal fields

In this section, the expressions of velocity and tempera-
ture are derived after simplifying and solving the governing
momentum and energy equations (Eqs. (2) and (4)).
Although a specific form of the energy equation (Eq. (4))
is used to derive the entropy generation equation, this form
is not suitable for analytical treatment to get an expression
of temperature. The following full form of the energy
equation:

qCp

oT
ot
þ V:rT

� �
¼ kfr2T þ bT

Dp
Dt
þ rjEþ V� Bj2 þ lU

ð16Þ

is used in this section in the treatments that follows. In Eq.
(16), Cp, kf, and b are the specific heat of the fluid at
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constant pressure, thermal conductivity of the fluid, and
the volumetric thermal expansion coefficient, respectively.
A magnetic force is assumed to act along the normal direc-
tion (here the y-axis) of the stack. In the initial quiescent
state (in the absence of the acoustic field), at a mean pres-
sure (pm) and mean density (qm) the fluid and stack are as-
sumed to be isothermal at the quiescent temperature (Tm).
The fluid is assumed to be at a motionless state; that is,
um = 0 and vm = 0. In the presence of the acoustic field,
all variables have mean parts (for example, pm, Tm, etc.)
plus small amplitude oscillating parts (for example,
p̂1; bT 1, etc.). The oscillating part of any variable depends
on both space (x and y) and time (t). Using Rott’s [1] linear
thermoacoustic approximation, one can split the oscillating
part of a variable into a space dependent part (for example,
p1) multiplied by a time-dependent part (exp(ixt)). The
space dependent part of a variable is, in general, a complex
expression reflecting the time phasing of the oscillating
quantity.

A very low magnetic Reynolds number (Rem = l0ru0

d� 1) is assumed because, in a typical thermoacoustic
problem, the product of the characteristic length (d) and
permeability of free space (l0) are very small. It is also
assumed that the flow is nearly unidirectional; that is, par-
allel to the direction of the stack. It is further assumed that
an uniform, imposed magnetic field ðB � By ĵÞ acts parallel
to the y-axis as shown in Fig. 1. When Rem� 1, B influ-
ences V (via the Lorentz force), but V does not significantly
perturb B [25]. Therefore, the induced magnetic field is
negligible in comparison to the imposed field. We may also
consider the magnetic field to be approximately equal to
the imposed field when Rem� 1. Since B is now almost
constant, the electric field must be irrotational
($ · E = 0) and one can write E = �$u, where u is the
electrostatic potential. Now, the divergence of electric field
[25] leads to the following expression:

r � J ¼ �rr2uþ rr � ðByuk̂Þ ¼ �rr2uþ rBy
ou
oz
¼ 0;

ð17Þ

which yields $2u = 0. We also assume that there is no im-
posed electric field, and so u = 0. Now the magnetic source
term in Eqs. (2) and (3) reduces to

Fem ¼ ðJ� BÞ ¼ �ruB2
y î. ð18Þ

Any variable U (where U stands for u, q, p, T, etc.) can
be expanded [1,2] according to the following equation:

U ¼ Um þ bU1; where bU1 ¼ U1eixt. ð19Þ

The term with subscript ‘m’ is the mean and with sub-
script ‘1’ is the fluctuating part of that variable. The fluctu-
ating part ðbU1Þ can be further expressed as a space
dependent part (U1) multiplied by a time-dependent part
(exp(ixt)) where x represents the angular frequency which
equals 2pf and f is the ordinary frequency. Now, substitut-
ing Eq. (19) into Eqs. (2), (18), and (16) and keeping only
the first-order terms, one can obtain the simplified momen-
tum equation as

qm

oû1

ot
¼ � op̂1

ox
þ l

o2û1

oy2
� rB2

y û1 ð20Þ

and the simplified energy equation as

qmCp

obT 1

ot
þ qmCpû1

oT m

ox
¼ kf

o2bT 1

oy2
þ bT m

op̂1

ot
. ð21Þ

The following boundary conditions:

at y ¼ 0; u1 ¼ 0 and T 1 ¼ 0;

at y !1; u1 and T 1 are finite
ð22Þ

are used to obtain analytical solutions to Eqs. (20) and
(21). Note that for the first boundary condition for the fluc-
tuating temperature (T1 = 0), it is assumed that the plate
has a large enough heat capacity per unit area that its tem-
perature does not change appreciably at the acoustic fre-
quency [2]. This is a very good approximation if one
considers a non-conjugate problem or a very thin stack
approximation.

Now, solving Eq. (20) in the frequency domain and
applying the boundary condition for velocity (given by
Eq. (22)), one obtains an expression for the fluctuating
velocity as

u1 ¼
i

qmxð1þ Ha2
d=2iÞ

� op1

ox
1� exp �ð1þ iÞ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ Ha2

d

2i

s
y
dm

8<:
9=;

24 35; ð23Þ

where Had and dm are the Hartmann number ðBydm

ffiffiffiffiffiffiffiffi
r=l

p
Þ

and viscous penetration depth ð
ffiffiffiffiffiffiffiffiffiffiffi
2m=x

p
Þ, respectively. The

square of the Hartmann number is the ratio of the ponder-
omotive force to the viscous force [26]. In Eq. (23), Hart-
mann number is calculated based on the length scale dm.
Note that in the limit of very large transverse distance
(y� dm) the exponential term in Eq. (23) goes to zero; thus
leading a constant free stream velocity (u1,1) which equals
the terms outside the square bracket of Eq. (23).

Now, solving Eq. (21) in the frequency domain and
applying the boundary condition for temperature (given
by Eq. (22)), one obtains, after a long calculation, an
expression for the fluctuating temperature as

T 1¼
bT mp1

qmCp

� rT mrp1

x2qmð1þHa2
d=2iÞ

� �
þ rT mrp1

x2qmð1þHa2
d=2iÞ

� Pr

Pr�ð1þHa2
d=2iÞ

� exp �ð1þ iÞ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þHa2

d

2i

s
y
dm

8<:
9=;

� bT mp1

qmCp

þrT mrp1

x2qm

1

Pr�ð1þHa2
d=2iÞ

� �
exp �ð1þ iÞ y

dk

	 

ð24Þ
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where dk and Pr is the thermal penetration depth
ð
ffiffiffiffiffiffiffiffiffiffiffiffiffi
2af=x

p
Þ and Prandtl number ðd2

m=d
2
kÞ of the fluid, respec-

tively. Similar to the fluctuating velocity, the fluctuating
temperature approaches a free stream temperature (T1,1)
in the limit of very large transverse distance. The free
stream temperature (T1,1) equals the terms inside the first
square bracket on the right-hand side of Eq. (24). Note that
the square root of the Prandtl number can be expressed as
a ratio of the viscous penetration depth (dm) to the thermal
penetration depth (dk).

5. Entropy generation

A simplification of Eq. (15) is required in order to obtain
an expression for entropy generation rate. Using the same
assumptions already applied to simplify the momentum
and energy equations, the simplified version of the entropy
generation equation is

_sgen ¼
kf

T 2
0

obT 1

oy

 !2

þ l
T 0

oû1

oy

� �2

þ
rB2

y

T 0

û2
1. ð25Þ

Here, we further assume that the variation of the fluctuat-
ing temperature in the fluid region of the stack is small [18]
compared to the absolute temperature, hence T � T0 where
T0 is a characteristic (reference) absolute temperature. In-
stead of defining a new reference temperature, one may
set T0 = Tm in order to keep the analysis manageable.
Using the following characteristic entropy generation rate

_s0 ¼
kf

d2
m

¼ kf

Prd2
k

ð26Þ

it is possible to convert Eq. (25) into non-dimensional form
as

Ns¼ dm

T m

� �2
obT 1

oy

 !2
24 35þ l

T mkf

� �
d2

m

oû1

oy

� �2

þHa2
dû2

1

( )" #
;

ð27Þ

where Ns is the entropy generation number [27] which is a
dimensionless measure of the entropy generation rate
ð_sgenÞ. The definition of _s0 depends on the specific type of
problem. More discussions about _s0 are available in Bejan
[18] and Mahmud and Fraser [27]. The first square brack-
eted terms on the right-hand side of Eq. (27) represent the
heat transfer contribution to entropy generation and the
second square bracketed terms represent the fluid flow con-
tribution to entropy generation. The fluid flow contribu-
tion is further divided into two parts: (1) fluid friction
contribution which is proportional to the square of the
velocity gradient and (2) magnetic force contribution which
is proportional to the square of the fluctuating velocity
times Hartmann number. The common term, l/Tmkf, is
actually the inverse of a characteristic velocity square
because
u0 ¼
ffiffiffiffiffiffiffiffiffiffi
kf T m

l

s
� unit of length

unit of time

� �
. ð28Þ

By substituting Eqs. (23) and (24) into Eq. (27) and recall-
ing the relation given in Eq. (19), one obtains a general
form of entropy generation equation for a single-plate ther-
moacoustic system in the presence of a transverse magnetic
field which is, of course, a function of time and space.
However, our main intention is to obtain a time-averaged
and then a global entropy generation rate in order to re-
duce the number of parameters on which entropy genera-
tion rate depends. Both time-averaged and global entropy
generation rates have more practical physical meanings
and applications. The time averaging technique [28] of
the product of two complex quantities (for example,bU1
bW1) can be expressed as

bU1
bW1 ¼

1

s

Z s

0

R½bU1	R½ bW1	dt ¼ 1

2
R½U1

eW1	 ¼
1

2
R½eU1W1	;

ð29Þ
where ‘R[ ]’ signifies the real part of a complex quantity
and the tilde (�) denotes the complex conjugate. In Eq.
(29), s (=2p/x) is the period of oscillation. In this paper,
we prefer an over bar (�) to specify the time-average of a
certain quantity/quantities. When bU1 ¼ bW1, Eq. (29) re-
duces to a special form given by

bU1
bU1 ¼

1

s

Z s

0

ðbU1
bU1Þdt ¼ 1

2
R½U1

eU1	 ¼
1

2
jU1j2; ð30Þ

where ‘j j’ denotes the absolute value of a complex quan-
tity. Eq. (30) is applied to obtain the time-averaged entropy
generation rate from Eq. (27) as

Nstav ¼
d2

m

2T 2
m

oT 1

oy

���� ����2 þ l
2T mkf

� �
d2

m

ou1

oy

���� ����2 þ Ha2
dju1j2

( )
.

ð31Þ
The concept of spatial averaging any quantity that extends
theoretically from zero to infinity can lead to interpretation
difficulties. One encounters such a problem in the single-
plate thermoacoustic system due to its unbounded nature
in the transverse direction. However, a multi-plate ther-
moacoustic system is free from such a problem due to its
finite transverse dimension. Instead of calculating a
space-averaged entropy generation rate we prefer to calcu-
late the global (or total) value of entropy generation rate
from its time-averaged value. The following expression:

hbU1
bU1i ¼ lim

Z!P

Z Z

0

1

s

Z s

0

ðbU1
bU1Þdt dy ¼ 1

2
lim
Z!P

Z Z

0

jU1j2dy

ð32Þ

is used in order to obtain the global value of entropy gen-
eration. In Eq. (32), we chose the symbol ‘h i’ to represents
a space integration and P is a very large number with
dimension of distance that may extend to infinity. The
choice of the integration limit for spatial integration in
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Eq. (32) requires further discussion; it is discussed later in
this paper.

After performing time and space integrations of Eq. (27)
it is possible to split the global entropy generation rate
(Nsav) in three terms as follows

Nsav ¼ ðNsavÞHT þ ðNsavÞFF þ ðNsavÞMT ð33Þ
for convenience and better interpretation. The first term on
the right-hand side of Eq. (33) is the global heat transfer
irreversibility (GHTI) and can be expressed as

ðNsavÞHT

¼ 1

2

dm

T 2
m

� �
R

b1
~b1a0~a0

a0þ~a0

þb2
~b2b0

~b0

b0þ~b0

þb1a0
~b2

~b0

a0þ~b0

þb2b0
~b1~a0

~a0þb0

" #
;

ð34Þ

where tilde (�) denotes the complex conjugate as before.
The definitions of a0, ~a0, b0, ~b0, b1, ~b1, b2, and ~b2 are given
in Appendix. Note that a0 and b0 are equivalent to the in-
verse of some length scales (that is, penetration depths) and
b1 and b2 represent temperature amplitude factors [29]. The
second term on the right-hand side of Eq. (33) is the global
fluid friction irreversibility (GFFI) and can be expressed as

ðNsavÞFF ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4þ Ha4

d

q
ffiffiffi
2
p u1;1~u1;1

u2
0

�R
1

ð1þ iÞ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2� iHa2

d

q
þ ð1� iÞ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2þ iHa2

d

q
264

375;
ð35Þ

and the last term on the right-hand side of Eq. (33) is the
global magneto-resistive irreversibility (GMRI) and can
be expressed as

ðNsavÞMT¼
Ha2

dffiffiffi
2
p u1;1~u1;1

u2
0

�R P
 �
ð4iþ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4þHa4

d

q
Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

4þHa4
d

q
fð1� iÞ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2þ iHa2

d

q
þð1þ iÞ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2� iHa2

d

q
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375.

ð36Þ

Eqs. (23), (24), and (34)–(36) are the major findings of this
paper. During spatial integration of Eq. (33) the applica-
tion of the lower limit of y (y = 0) causes no problem.
The application of the upper limit of y (y=P !1) to the
y-dependent terms also causes no problem because y ap-
pears inside the negative exponential terms which go to
zero when P goes to infinity. However, an application of
the upper limit of y to the y-independent terms requires
additional discussion. Theoretically, the y-dependent part
(when y appears inside negative exponential) of any expres-
sion (for example, Eqs. (23), (24) or (30)) goes to zero when
y approaches a very large value (P!1). In reality, this
large value of y is limited to a distance equal to a few pen-
etration depths (dm and dk). For a single-plate inviscid oscil-
lation, Swift [2] shows that the magnitude of P equals 3–4
times the thermal penetration depth (dk). For the present
problem we apply a series of different P to the upper limit
of y and carefully select a special P(=P0 for example) that
makes the y-dependent part almost equal to zero during the
integration process. The three important parameters of
GHTI, GFFI, and GMTI, are then calculated by setting
the limit of y in Eq. (33) from 0 to P*, where P* is the
non-dimensional value of P0.

6. Results and discussion

It is very difficult to interpret directly the different terms
in Eqs. (23), (24), and (34)–(36). Instead, we quickly make
some assumptions to simplify these equations for better
interpretation. Note that the expressions already derived
in the previous sections are complex in nature, only the real
parts of these expressions have physical meanings.

6.1. Limiting cases of velocity and temperature

In the limit of large transverse distance the fluctuating
velocity (Eq. (23)) changes to the y-independent free stream
velocity (u1,1) which is a function of mean density, fre-
quency of oscillation, pressure gradient, and Hartmann
number. An expression of u1,1 is given in Appendix and is
not repeated here. An increasing Hartmann number reduces
the boundary layer thickness and in the limit of large Hart-
mann number the boundary layer thickness becomes zero.
Similarly, in the limit of large transverse distance the fluctu-
ating temperature (Eq. (24)) changes to the y-independent
free stream temperature (T1,1) which is a function of mean
density, mean temperature, thermal expansion coefficient,
frequency of oscillation, pressure gradient, temperature gra-
dient, Prandtl number, and Hartmann number. An expres-
sion for T1,1 is given in Appendix (Eq. (A1)) and is not
repeated here. In the limit of large Hartmann number Eq.
(24) reduces to an equation of the fluctuating temperature
near a single plate for an inviscid oscillation [2]. When
Had = 0, Eq. (24) reduces to a form that is obtained by San-
tillan and Boullosa [9] with es equal to zero, where es is the
fluid to solid heat capacity ratio [2] and is an important
parameter for conjugate thermoacoustic problems.

6.2. Modeling of fluctuating pressure

To model pressure, one needs to construct a wave equa-
tion using the continuity and momentum equations, and
thermodynamic relations. Modeling a wave equation
depends on the specific type of thermoacoustic problem
[1,2]. For the current problem, it is assumed that the stack
is short enough that it does not perturb the standing wave
appreciably (short stack approximation), so we may
consider

p1 ¼ P A sin
x
~k

� �
and

op1

ox
¼ P A

~k
cos

x
~k

� �
;

where ~k ¼ k
2p

. ð37Þ
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In Eq. (37), k is the wavelength and PA is the amplitude of
the fluctuating pressure which depends on the drive ratio
DR (=PA/pm, pm = mean pressure). Drive ratio (DR) is
a very important input parameter for thermoacoustic sys-
tems; it represents a measure of Mach number (Ma). If
Mach number is defined as the ratio of the amplitude of
the fluctuating velocity (ua) to the velocity of sound (cm)
calculated at the mean fluid temperature (Tm), then the fol-
lowing expression

Ma ¼ ua

cm

¼ DR

c
ð38Þ

is a relation between Mach number and drive ratio where c
is the specific heat ratio (=Cp/Cv) of the fluid.

6.3. Limiting cases of GHTI, GFFI, and GMRI

In this section, we focus on some special cases of global
heat transfer, fluid friction, and magneto-resistive irreversi-
bilities. For the global magneto-resistive irreversibility
(GMRI), the role of P* has already been discussed. In
the absence of any magnetic force (that is, Had = 0) the
right-hand side of (Nsav)MT in Eq. (36) equals zero causing
a zero contribution from GMRI which is, of course, desir-
able. From Eq. (36) one can show

lim
Had!1

ðNsavÞMT ¼ 0. ð39Þ

An increasing Hartmann number slows down the fluid mo-
tion near the stack and in the limit of an infinite Hartmann
number the free stream velocity (u1,1) becomes zero caus-
ing a zero contribution from the GMRI again. For the
same reason the global fluid friction irreversibility (GFFI)
is zero at high Hartmann number limit. However, in the
absence of a magnetic field GFFI takes the following
form:

lim
Had!0

ðNsavÞFF ¼
1

2u2
0

rp1

qmx

� �2

. ð40Þ

Note that the term$p1/qmx in Eq. (40) represents an equiv-
alent standing wave velocity ðus

1Þ as used by Swift [2] and
Ishikawa and Mee [17]. In the high Hartmann number limit
the expression for global heat transfer irreversibility (see
Eq. (34)) takes the following forms:

lim
Had!1

ðNsavÞHT ¼
ffiffiffiffiffi
Pr
p

2

bp1

qmCp

� �2

¼
ffiffiffiffiffi
Pr
p

2

1

T m

T mbp1

qmCp

� �2

;

ð41Þ

where the term Tmbp1/qmCp(=Tad) represents an expression
for the fluctuating temperature due to an adiabatic oscilla-
tion in the absence of the stack (see Swift [2]). For a vanish-
ingly small magnetic force (Had! 0) the global heat
transfer irreversibility reduces to the following special form:
lim
Had!0

ðNsavÞHT ¼
1

2

rT m

T m

rp1

qmx2

Pr
Pr � 1

� �2

þ
ffiffiffiffiffi
Pr
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T m

bT mp1
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þrT m

T m

rp1

qmx2

1
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2T m

rp1

qmx2

(
1

T m

bT mp1
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Pr
Pr � 1
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T m
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qmx2

Pr

ðPr � 1Þ2
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�
ffiffiffiffiffi
Pr
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ffiffiffiffiffi
Pr
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1þ Pr
þ 1

T m

bT mp1

qmCp

1

1þ
ffiffiffiffiffi
Pr
p

( )
ð42Þ

where the term $p1/qmx2 represents the displacement
amplitude. As the fluid oscillates along the direction of
the stack with displacement amplitude $p1/qmx2, the tem-
perature at a given point in space oscillates by an amount
$Tm$p1/qmx2(=Tsw) even if the temperature of a given
piece of fluid remains constant. One can make an addi-
tional assumption; that is, Pr � 1 (for gas as working fluid)
and obtain the following equation for the global heat trans-
fer irreversibility

lim
Had!0
Pr!1

ðNsavÞHT ¼
1

2

rT m

T m

rp1

qmx2

� �2

þ 1

2

1

T m

bT mp1

qmCp

þ 1

4

rT m

T m

rp1

qmx2

� �2

þ 1

2

rT m

T m

rp1

qmx2

1

T m

bT mp1

qmCp

�
� 7

4
þ 1

2T m

bT mp1

qmCp

	 

þ 11

16

rT m

T m

rp1

qmx2

�
. ð43Þ
6.4. Local entropy generation

In order to assist interpretation, the time-averaged
entropy generation rate (Nstav in Eq. (31)) is further subdi-
vided into three parts: time-averaged entropy generation
due to (a) heat transfer (NsHT), (b) fluid friction (NsFF),
and (c) magnetic dissipation (NsMT), respectively. For
selected drive ratio, frequency, Hartmann number, and
temperature gradient, NsHT, NsFF, NsMT, and Nstav are
plotted in Fig. 2 as a function of dimensionless transverse
distance (y/dm). The variation in each of the entropy gener-
ation terms can be well understood if one recognizes their
dependency on different parameters.

The magnetic dissipation contribution to entropy gener-
ation (NsMT) is proportional to the fluctuating velocity
squared. Therefore, NsMT is zero at the wall due to the
imposed no-slip boundary condition. Inside the boundary
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layer NsMT shows a y-dependent variation which is a con-
sequence of the variation in velocity inside the boundary
layer. Outside the boundary layer NsMT shows asymptotic
behavior where velocity (u1) approaches a y-independent
free stream velocity (u1,1). The extent of the y-dependent
NsMT largely depends on the Hartmann number. An
increasing Hartmann number is responsible for a thinner
boundary layer that causes a small layer of y-dependent
NsMT. Therefore, in the limit of large Hartmann number
u1,1! 0; there is no contribution from NsMT on the over-
all entropy generation rate (Nstav).

The fluid friction contribution to entropy generation
(NsFF) is proportional to the fluctuating velocity gradient
squared. Inside the boundary layer a velocity gradient
exists which causes a nonzero NsFF. As the velocity
gradient asymptotes to 0 and so does the NsFF outside
the boundary layer. As u1 approaches a constant and
y-independent velocity (u1,1) outside the boundary layer
the corresponding velocity gradient approaches zero.
Boundary layer thickness decreases with increasing Hart-
mann number and so does the extent of NsFF. Velocity gra-
dient vanishes over the plate when Had!1, therefore, the
contribution of NsFF on overall entropy generation rate at
high Hartmann number is insignificant.

The heat transfer contribution to entropy generation
(NsHT) is proportional to the fluctuating temperature gra-
dient squared. The variation of T1 inside the boundary
layer causes a finite variation in NsHT. As T1 approaches
a constant and y-independent temperature (T1,1) outside
the boundary layer the corresponding temperature gradient
approaches zero; that is, the contribution of NsHT to over-
all entropy generation is insignificant outside of the bound-
ary layer. The complicated appearance of the Hartmann
number (Had) and temperature gradient ($Tm) in Eq.
(24) introduces additional difficulties in interpreting the
functional relationship among NsHT, Had , and $Tm. The
fluctuating temperature gradient, oT1/oy, is calculated
from Eq. (24) and presented in the following equation:
oT 1

oy
¼ �ð1� iÞdm

2

Pr

W3=2
0

T sw

Pr �W0

exp �ð1þ iÞ
ffiffiffiffiffiffi
W0

p
y

dm

	 
" #

þ ð1� iÞdk

2
T ad þ

T sw

Pr �W0

� �
exp �ð1þ iÞy

dk

	 
� �
ð44Þ

where W0 equals 1þ Ha2
d=2i. An increasing Hartmann

number has a general tendency to reduce both of the
square bracketed terms in Eq. (44). On the other hand,
an increasing $Tm has a general tendency to increase both
of the square bracketed terms in Eq. (44) because Tsw is
proportional to $Tm. The variation in NsHT with y/dm at
different Hartmann numbers is shown in Fig. 3a for
$Tm = 100 and in Fig. 3b for $Tm = 10, respectively.
When $Tm = 100 (Fig. 3a), a noticeable variation is ob-
served in the NsHT–y/dm profiles with Hartmann number
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variation. An increasing Hartmann number reduces the
magnitude of NsHT. However, when $Tm = 10 (Fig. 3b),
the variation in NsHT is very small while an increasing
Hartmann number increases the magnitude of NsHT. Sim-
ilarly, the influence of $Tm on NsHT is shown in Fig. 3c
and 3d. For a low Hartmann number (for example,
Had = 0.1) an increase in $Tm increases NsHT as shown
in Fig. 3c. However, the variation in NsHT with $Tm at
high Hartmann number is insignificant (Fig. 3d).

The time-averaged local entropy generation rate (Nstav)
is the sum of NsHT, NsFF, and NsMT. Both NsHT and NsFF

decrease with increasing transverse distance and approach
zero outside the boundary layer while NsMT increases from
zero with increasing transverse distance and approaches a
constant value outside the boundary layer. In Fig. 4a, Nstav

is plotted as a function of transverse distance at different
$Tm. The nature of the variation in each Nstav profile
can be understood from the preceding discussions. As we
consider a constant Hartmann number in Fig. 4a, the
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Nstav�y/dm profiles merge with each other outside the
boundary layer where Nstav equals NsMT only. It is already
seen that the NsMT and NsFF are independent of $Tm’s var-
iation. Therefore, inside the boundary layer, Nstav increases
with an increase in $Tm. Bejan number, a measure of heat
transfer irreversibility, is a ratio of entropy generation due
to heat transfer to the overall entropy generation rate. The
time-averaged Bejan number (Betav) is plotted in Fig. 4b at
different $Tms. Although NsHT is maximum at the wall;
Betav profiles show their maximum value near the wall
where Nstavs shows its local minimum due to opposite
behavior of NsFF and NsMT with y/dm. Outside the bound-
ary layer, NsHT approaches zero and so does the Bejan
number.

6.5. Global entropy generation

We have already presented and discussed some limiting
cases of global entropy generation rates. Additional graph-
ical results are presented in this section in order to under-
stand the influence of different parameters (for example,
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drive ratio, frequency, Hartmann number, etc.) on global
entropy generation rate (Nsav). It has already been shown
that the global entropy generation rate or the global ther-
moacoustic irreversibility is the sum of GHTI (see Eq.
(34)), GFFI (see Eq. (35)), and GMRI (see Eq. (36)). In
order to understand the variation of Nsav, one requires
understanding of the individual variation of GHTI, GFFI,
and GMRI. For two selected cases, Figs. 5a and 5b show
the variation of Nsav, GHTI, GFFI, and GMRI as a func-
tion of Hartmann number.

Consider the variation of GMRI. For the selected range
of Hartmann number, GMRI increases with increasing
Hartmann number (Figs. 5a and 5b), shows a maximum
at Had � 1.0, and then decreases with further increases in
Hartmann number. It has already been shown that for
two limiting cases of Hartmann number (Had! 0 and
Had!1) GMRI approaches to zero. This trend is sup-
ported by the decreasing tendency of GMRI with decreas-
ing Had when Had < 1.0 and increasing Had when
Haδ
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Had > 1.0 as shown in Figs. 5a and 5b. When Had > 1,
the Lorentz force dominates the viscous force. An increas-
ing Hartmann number introduces a drag effect in the flow
field (Mahmud and Fraser [12]) and consequently it
reduces the velocity and the GMRI. The u1;1; ~u1;1 term
in Eq. (36) is inversely proportional to 1þ Ha4

d=4. There-
fore, an increasing Hartmann number (when Had > 1) rap-
idly reduces u1;1; ~u1;1, and in the limit of large Hartmann
number u1;1; ~u1;1 approaches zero. When Had < 1, the vis-
cous force dominates the Lorentz force. For such a situa-
tion a decreasing Hartmann number does not show a
significant effect on the flow field. Close observation of
the terms outside the square bracket of Eq. (36) reveals that
any decrease in Hartmann number (when Had < 1) reduces
the GMRI and in the limit of vanishing Hartmann number
GMRI approaches zero.

Next, consider the variation of GFFI. As the influence
of Hartmann number is small on the flow field when
Had < 1, GFFI shows little variation with Hartmann num-
ber variation. When Had > 1, an increasing Hartmann
number reduces the extent of the shear layer and, as a con-
sequence, reduces the global fluid friction irreversibility. In
the limit of large Hartmann number GFFI is zero.

The variation of GHTI can be well understood if one
understands its local distribution (Fig. 3) and the influence
of $Tm and Had on it. The transverse distribution of NsHT

shows different characteristics at high and low temperature
gradients (see Figs. 3a and 3b). An increasing $Tm has a
general tendency to increase oT1/oy (so does an increasing
NsHT), while an increasing Had generally decreases oT1/oy
(so does an increasing NsHT). Therefore, for a given range
of Hartmann number, the GHTI–Had plot shows opposite
behavior at low and high $Tms as shown in Figs. 5a and
5b.

The distribution pattern of the global thermoacoustic
irreversibility (Nsav) is greatly influenced by GHTI as
shown in Figs. 5a and 5b. Fig. 6a shows the distribution
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of Nsav as a function of Had at different $Tms. When
Had < 1, the magnitude of Nsav shows a considerable vari-
ation with changes in $Tm. However, this variation is insig-
nificant when Had > 1. Now, observe the Nsav–Had profiles
when $Tm < 60 and $Tm > 60, respectively. When
$Tm < 60 the maximum Nsav occurs near Had � 1.0 and
no distinct maximum exists when $Tm > 60. In order to
understand this behavior one needs to calculate the critical
temperature gradient ($Tcr) from Eq. (A1). One can set the
fluid properties, temperature gradient, and flow properties
in such a way that both terms on the right-hand side of Eq.
(A1) become equal resulting in T1,1 � 0. In such a case, the
resulting temperature gradient is a critical temperature gra-
dient ($Tcr) that can be estimated from

rT cr ¼
1

4

T mbp1

qmCp

� �
x2qm

rp1

� �
ð1þ Ha4

dÞ ð45Þ

for the present problem. Note that the terms inside the first
square bracket is the adiabatic temperature oscillation and
inside the second square bracket is the inverse of the dis-
placement amplitude. The critical temperature gradient
plays a key role in determining the mode of operation
(prime mover or heat pump mode) for a particular ther-
moacoustic engine. For an inviscid single-plate thermoa-
coustic system, Swift [2] calculates a critical temperature
gradient which results in zero heat flux and work flux; that
is, effectively no thermoacoustic effect. Swift’s [2] single-
plate thermoacoustic device works as a prime mover when
$Tm > $Tcr and as a heat pump when $Tm < $Tcr, respec-
tively. In the presence of viscosity, longitudinal thermal
conductivity, magnetic force, etc., the definition of the crit-
ical temperature gradient becomes more complicated. For
the current set of parameters $Tcr � 62; this acts as the lim-
iting value for a particular mode of operation. A distinct
maximum in Nsav is observed only when $Tm < $Tcr.

Average Bejan number (Beav) is plotted in Fig. 6b as a
function of Hartmann number at different $Tms. When
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Fig. 6b. Average Bejan number as a function of Hartmann number at
different $Tm.
Hartmann number is small, the GHTI and GFFI show
very small variations with Hartmann number variation.
On the contrary, the GMRI increases with increasing Hart-
mann number when Had < 1 which in turn causes a reduc-
tion in Bejan number with increasing Hartmann number
for all $Tm shown in Fig. 6b except $Tm = 10. However,
when Hartmann number is large, the GFFI and GMRI
decrease with increasing Hartmann number, but the GHTI
is insensitive to the Hartmann number variation which in
turn causes an increase in Bejan number with increasing
Hartmann number. These opposite trends in the Beav�Had

profile at low and high Hartmann number are responsible
for the minimum Beav that occurs near Had � 1.0.

For a constant $Tm the effect of the drive ratio on the
global thermoacoustic irreversibility is shown in Fig. 6c.
Close observation of Eqs. (34)–(36) reveals that the pres-
sure and pressure gradient terms are directly proportional
to GHTI, GFFI, and GMRI. Therefore, an increase in
the drive ratio increases the global thermoacoustic irrevers-
ibility as shown in Fig. 6c.

The effect of frequency variation on Nsav is shown in
Fig. 6d. A change in frequency affects the particle displace-
ment length (dp) and the viscous and thermal penetration
depths (dm,dk) according to

dp �
1

f
andðdm; dkÞ �

1ffiffiffi
f
p . ð46Þ

A higher frequency reduces the particle displacement
length and the viscous and thermal penetration depths,
thus resulting in a thinner region over the stack in which
the thermoacoustic phenomenon is in effect. Therefore,
an increasing frequency shows a decrease in the global ther-
moacoustic irreversibility when Had < 1.0. However, the ef-
fect of frequency change on Nsav is insignificant when
Had > 1.0. The following relationships help one to under-
stand the functional relationship of frequency with GFFI,
and GMRI:
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Fig. 6c. Average entropy generation as a function of Hartmann number at
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ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
u1;1~u1;1

p
� rp1

x
where rp1 �

1

k
� f and x � f . ð47Þ

Both GFFI (Eq. (35)) and GMRI (Eq. (36)) are propor-
tional to the product of u1,1, and ~u1;1, and each of these
terms has a functional relationship with frequency. How-
ever, their product ðu1;1~u1;1Þ is independent of frequency
variation (see Eq. (47)) which results in GFFI and GMRI
variations being independent of frequency variation. Both
the b1 and b2 terms and their complex conjugates (see Eq.
(34) and Eqs. (A5) and (A6)) have non-vanishing fre-
quency. Therefore, the frequency variation of the global
thermoacoustic irreversibility (Nsav) solely depends on the
frequency variation in GHTI.

7. Conclusions

The aim of the current research effort is to incorporate
into the existing thermoacoustic theory a modification that
uses a magnetic force as a non-contact thermoacoustic
effect controlling mechanism, and to analyze the irrevers-
ibility of a single plate thermoacoustic engine in the pres-
ence of a magnetic force. In the limit of large transverse
distance (y!1), the fluctuating velocity (u1) and temper-
ature (T1) approach the y-independent free stream velocity
(u1,1) and temperature (T1,1), respectively. In reality, this
‘large transverse distance’ is limited to a few dm or dk (that
is, the viscous and thermal penetration depths). It is possi-
ble to divide the global thermoacoustic irreversibility into
three parts: (a) global magneto-resistive irreversibility
(GMRI), (b) global fluid friction irreversibility (GFFI),
and (c) global heat transfer irreversibility (GHTI). For
two limiting cases of Hartmann number (Had! 0 and
Had!1), GMRI approaches zero. GMRI shows its max-
imum value near Had � 1 while GFFI is zero only when
Had!1, however, GHTI is nonzero at these two limiting
cases of the Hartmann number. The GHTI (which is influ-
enced by variation in $Tm and Had) influences greatly the
distribution pattern of the global thermoacoustic irrevers-
ibility (Nsav). The critical temperature gradient ($Tcr) plays
an important role for determining the local Nsav maximum.
Increasing drive ratio increases the global thermoacoustic
irreversibility while increasing frequency decreases the glo-
bal thermoacoustic irreversibility when Had < 1.0.

Appendix

T 1;1 ¼
bT mp1

qmCp

� rT mrp1

x2qmð1� iHa2
d=2Þ

;

~T 1;1 ¼
bT mp1

qmCp

� rT mrp1

x2qmð1þ iHa2
d=2Þ

; ðA1Þ

u1;1 ¼
i

qmx
1þ i

2
Ha2

d

� �
1þ 1

4
Ha4

d

� ��1
op1

ox
;

~u1;1 ¼ �
i

qmx
1� i

2
Ha2
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� �
1þ 1

4
Ha4
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� ��1
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; ðA2Þ
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1þ i
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d

2

s
¼ 1þ iffiffiffiffiffi

Pr
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dk
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s
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